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This study focused on textual sentiment analysis on social media platforms, which is
an important tool for understanding public opinion trends, user behavior, and their
comments about a specific product or topic. These sentiments or opinions can be
analyzed into positive, negative, and neutral. The aim of the research was to classify
the opinions and sentiments of Twitter users regarding a Meta application, Thread,
which was launched in 2023. Thread is a rapidly growing application that generates
massive amounts of textual comments. Therefore, analyzing these comments provides
valuable insights into users' emotional engagement with the content. The study applied
Recurrent neural networks (LSTM ,BILSTM ,GRU), leveraging their superior ability
to handle unstructured text and recognize subtle patterns in natural language. To
achieve this, a dataset was collected from data warehouse largest (Kaggle) , which
contains user reviews of the application. The results showed acceptable classification
accuracy compared to machine learning algorithms, according to the evaluation
metrics used (confusion matrix, F1 score, precision, accuracy, and recall). This study
contributes to the field of natural language processing by providing insights into users'
experiences with the Thread app. It also opens the paves the way to future
applications, including predicting user trends and improving the digital content
experience.

1. Introduction

The widespread use of the internet has led
to an increase in information. Social media

Recent years have witnessed rapid
development in the field of social media
applications, as companies seek to innovate or
produce new tools to enhance user engagement
and meet their needs. Meta launched the
Thread app in 2023 (Zhang et al., 2024).

Meta launched it as an attempt to offer a
more focused text-based communication
experience alongside its popular Instagram
platform (Kambayo et al., 2025). Threads is a
new platform that allows users to post and
share their thoughts in text threads, similar to
the tweets on Twitter, but with integration with
Instagram accounts, allowing users to easily
navigate and share without having to create a
separate account(Khairunnas et al., 2025).
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plays a key role in the exchange of information
and topics (Lestari & Ambarwati, 2024).

One such product is the recently launched
Thread app, which has gained widespread
popularity among users. which is considered a
small blog from the main Instagram
application. You must have an Instagram
account in order to install Thread, is primarily
concerned with political news, unlike
Instagram, which is concerned with daily
life(Alam & Abdi, 2025). Using the Thread app
generates comments and responses from users
of the app. These opinions and comments can
be used as an indicator to measure user
acceptance levels of the app, as the information
may include criticism, suggestions, comments,
or other information (Suhaimi & Lestari,
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2024). Given the advancements in technology
in our current era, users have been able to
express their feelings and opinions on social
media sites on various topics. The challenge
lies in developing effective tools capable of
classifying and analyzing these feelings and
opinions (Varadharajan et al., 2025).

This research aims to collect opinions and
feedback from Thread users. This data was
collected through data warehouses. Three types
of deep learning models were then compared to
determine which yielded the best results. User
sentiment toward Thread was studied and
analyzed using deep learning techniques, by
analyzing text comments. The project aims to
build a model capable of accurately classifying
sentiment and explore the impact of using deep
models compared to traditional text analysis
methods. Used in this study three types of deep
learning models(Dang et al., 2021), especially
recurrent neural networks, which are LSTM
(Long Short-Term Memory) ( (Srinivas et al.,
2021). BILSTM(Bidirectional Long Short-
Term Memory) (Dong et al, 2020)
,GRU(Gated Recurrent Unit) (Sachin et al.,
2020), where the models are trained on text
data of Thread app reviews compared to
traditional machine learning models, which are
(Decision Tree, Random Forest) (Guia et al.,
2019; Madyatmadja et al., 2024). In this study,
we chose recurrent neural networks (RNN), a
specialized type of neural network designed to
handle sequential data. Unlike traditional
neural networks, which assume that inputs are
independent of each other, RNNs possess a
memory that enables them to use information
from previous time steps to process current
inputs. Their simplicity lies in the recurrent
loop principle, where the output of a hidden
layer is passed to the same layer as part of the
inputs in the next time step. This gives them
the ability to understand context and
dependencies between sequential elements,
such as words in a sentence, making them ideal
for natural language processing tasks(Sunagar
et al., 2024).

The significance of this study lies in its use of
deep learning techniques to classify sentiment

in texts, which is crucial in an era of increasing
digital content on social media platforms and
websites. Understanding user sentiment helps
organizations make more accurate marketing
and development decisions, and enhances the
user  experience in  customer  service
applications, recommendations, and sentiment
analysis. It contributes to enhancing our
understanding of how artificial intelligence
models work with natural language and
emotional expressions on rapidly evolving
digital platforms.

2. Methodology

To classify or analyze the opinions and
reviews of Thread app users by using deep
learning tools , we follow the following steps :

Stepl : Datasets Collection

In this step, which is considered the first
step in the sentiment analysis phase, which is
collecting the data or data set that we will use
in the study, we used a text data set for the
opinions and feelings of tweeters on Twitter
about the Thread application, and the name of
the data set was
(37000 reviews_of thread app).

This data set contains the following
columns(,source,review _id,user name,review
title,review_description,rating,thumbs_up,revie
w_date,developer response,developer respons
e date,appVersion,laguage code,country code
) . Only two columns were used in the study,
namely (review description , rating) .The
number of data was (36943) distributed
according to the following percentages (30.5%)
very negative and (5.7%) negative and (8.0%)
Neutral and (9.7%) positive and (46.0%) very
positive . the language is tweeters’ comments is
(English). The first column is the review
description or the tweeter's opinion on Twitter.
The second column is the rating, where the
ratings range from 1 to 5. Opinion Ratings:
Reviews are tagged with accompanying star
ratings and sentiment ratings (e.g., positive,
very positive, neutral, negative, very negative)
to facilitate sentiment analysis and polarity
classification tasks. By observing the ratios, we
notice that the percentage of neutral comments
is small compared to the positive and negative
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ones, so this category was neglected and the
positive was combined with the very positive
ones, in addition to the negative and very
negative ones. Thus, two categories of data
were obtained, which are (positive (1) and
negative (0)).

Step2: Pre-processing

This step begins by taking data and
analyzing it using a Python library. First, we
remove duplicate data or rows. Data
preprocessing is an important step in all fields,
particularly in sentiment analysis, due to its
impact on the results and accuracy of models
and algorithms. If data preprocessing is
performed correctly and accurately, it will
increase the accuracy of the model and produce
good, satisfactory results. This stage begins by
converting the raw data in the first step into a
form that is easy for algorithms to understand,
which helps reduce time and makes it easier

and faster for algorithms. The pre-processing
process in this study includes several steps,
including :

Clean data by deleting duplicate rows.
Convert capital letters to lowercase.
Remove stop words.

Text Tokenization

Lemmatization of words by returning
the word to its origin.

In addition to Remove special characters,
question marks, and hyphens and removing
unnecessary data such as emojis, links,
punctuation marks and numbers. All steps are
implemented using the Python library(NLTK).
Figure 1 Preprocessing steps.

Clean Data
Deleting Duplicate

Convert capital
Rows letters to lowercase

Lowercase

Stop Words
Remove stop words

Lemmatization
Lemmatization of
words by returning the
word to its origin.

Tokenization

Dividing the text into
smaller units called
(Tokens)

Figure 1. Preprocessing Steps

Step 3: Data Partitioning

In this step, the data is divided into two
sets, namely training and testing (80:20). Using
(train_test split), the model is trained on the
training set only, while the testing set is used to
evaluate the accuracy of the model on
previously unseen data, to ensure that the
model is not biased and to demonstrate its
ability to generalize.

Step 4: Text Tokenization and Sequence
Padding .

After the pre-processing stage and converting
the texts into an easier format, in order to deal
with this data, the texts must be converted into
numbers so that the classifier can understand
and analyze the words. The texts are converted
into numbers using the Keras library in Python,
where they are converted into vectors to create
a matrix. Word Embedding This method is the
most effective in deep learning. Each word is
converted into a vector of numbers, where each
vector represents the meaning and context of
the word. Words with similar meanings are
close together in the vector space. This step is
important, as it processes raw texts to convert
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them into digital or numerical representations
suitable for use and input into deep learning
models. It involves several steps, including
segmenting or dividing the text into words or
smaller units, with each word extracted as an
independent element. Numerical encoding
replaces each word with an Numerical
representing it in a specific dictionary.
Sequence length standardization ( Sequence
Padding ) ensures that all sequences are of the
same length to provide uniform input for neural
networks. These sequences of numbers are then
fed into the embedding layer, which takes the
numbers and converts them into vectors that
carry semantic information and relationships
between words. The embedding layer uses the
Keras library, which is able to make the model
learn  during  training  the  numeric
representations of words, taking into account
the context and meaning, so that words that are
similar in meaning have close numeric
representations. Parameters that are adjusted
when converting texts to numbers:
1- Maximum sentence length

Because neural networks need a
constant length.

2- Vocabulary size
Number of words to be kept in the
dictionary

3- Digital representation type
Word embedded diminutions
Each word is represented by a vector.

4- Dealing with unknown words.
Where these words are given a special
symbol.

5- Use of padding before or after a
sentence

Step 5: Model Architecture

A sequential model consisting of multiple
layers was built for text processing. This model
was chosen for its ability to efficiently process
sequential data.The embedding Layer: This is
the first layer of the model and its function is to
convert each word in the text into a dense
digital vector. This representation enables the

model to understand the semantic relationships
between words. This layer consists of the
following parameters:(Vocabulary size
contains the total number of unique words
recognized by the model), (Vector dimensions
contains the size or length of the vector that
will be used to represent each word), (Input
sequence length contains the maximum number
of words that each text example in the input
can contain). This layer is the core of the
model, handling the numeric sequences
generated by the embedding layer. Three
different models were tested in this study, each
representing a different recurrent structure in
the second layer:GRU Model: This model used
the GRU layer to process the sequence. GRU is
known for its computational efficiency and
ability to capture long-term dependencies using
gating mechanisms that control the flow of
information.LSTM Model: This model used the
LSTM layer. LSTM differs from GRU by
having an additional state cell, making it highly
effective at solving the vanishing gradient
problem and retaining information from the
beginning of the sequence.BiILSTM Model:
This model used the Bidirectional (LSTM)
layer. This is the most advanced architecture,
processing the sequence twice: once from front
to back and once from back to front. This
enables the model to understand the full
context of words, which can lead to improved
performance on text classification tasks.. This
is the last layer in the model and is responsible
for producing the final prediction. The
activation function (sigmoid) is used because it
is suitable for binary classification tasks.

Step 6: Model Evaluation

Measuring the model's performance on new
data (test data) to determine the model's ability
to generalize and make correct predictions. The
following metrics were used to evaluate the
performance  of each  model:Accuracy:
Expresses the percentage of correct predictions
out of the total predictions.Precision: Measures
the quality of the model's positive
predictions.Recall: Measures the model's
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ability to find all positive instances in the
data.F1-Score: Represents the harmonic mean
of precision and recall and is used as a
balanced measure of performance, especially in
cases of data imbalance.In addition to these
metrics, a confusion matrix was used to
visualize the classification results. It clearly
shows the number of correctly -classified
instances versus those misclassified, helping to
identify the type of errors (false positives or
false negatives).

3. Results and discussion

3.1 Data Distribution:

By analysing the data set used for user reviews
of the Thread application, you notice its
distribution as in the Figure 2 where the
highest percentage of positive reviews and the
lowest percentage of neutral reviews. The data
were balanced to prevent models from being
biased towards one category over another.

Rating Meaning
1-Bad
2-Very Bad
3 - Neutra:
4+ Good
§ - Very Good

Rating Meaning
B Bad (0)
B Good (1)

Figure 2. Dataset Distributed

3.2 Word Cloud Analysis:

By analyzing and drawing the word cloud,
we see words such as (love, good, great,

asy use
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Figure 3. Word Cloud Good Sentiment

3.3 Results Analysis and Performance
Evaluation:

wonderful) in the positive word cloud, and
conversely, we see words (bad, not good, poor,
etc.) in the negative word cloud.

much ~content

make inSta'gI*ampr'

thread account, insta

metal’r e Sug twi t tar
dnstagram account

fPaflIIP h people follow

bad 1Ma

fQEC use app
o se Opthﬂ

Figure 4. Word Cloud Bad Sentiment

This section provides a detailed analysis of the
performance of the models trained on text classification
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tasks around Thread reviews using performance metrics
.Table 1 showing the performance metrics for each of
the recurrent networks. Where the values of each

measure (Accuracy, Precision, Recall, F1-Score) are
displayed for each of the models used in this study.

Table 1: Performance Metrics

Model  Accuracy Precision Recall

F1-Score

LSTM 0.8860
BILSTM  0.8890
GRU 0.8945

0.8589
0.8666
0.8749

0.9237 0.8901
0.9196 0.8923
0.9206 0.8972

Analysis of the table results shows that model
(GRU) outperforms other models in all main
metrics. The model achieved the highest value
in (0.8972) for (F1-Score). Indicates that the
model achieves an ideal balance between
precision and recall. In addition, the model
(LSTM) achieved the highest value (0.9237)
for (Recall). This indicates its better ability to
identify actual positive cases.

The Figure 5 shows the confusion matrix for a
recurrent neural network ( RGU), where the
rows represent the actual values and the
columns represent the values predicted by the
model. The upper left part contains (3576) the
number of instances that actually belong to
class (0) and were correctly classified as
negative. The upper right part contains (542)
cases that actually belong to the negative class
(0), but the model incorrectly classified them as
positive class (1).

Confusion Matrix

- 3500
542 3000

- 2500

- 2000

- 1500

- 327
- 1000
- 500

Predicted 0 Predicted 1
Predicted Label

True Label
Actual 0

Actual 1

Figure 5. Confusion Matrix for GRU

As for the lower part of the matrix, the left
part contains (327), which is the number of
cases that actually belong to the positive
category (1), but the model incorrectly
classified them as negative (0). As for the
lower right part, it contains (3791), the number
of cases that actually belong to the positive
category (1) and were correctly classified as
positive.

3.4 Compare Between Models:

In this section, the performance of recurrent
neural networks such as (LSTM ,BI LSTM
,GRU) is compared with traditional machine
learning models such as (Decision Tree,
Random Forest) for the purpose of classifying
data on Thread app reviews. The scheme
shown in Figure 6.Recurrent neural networks
are able to capture contextual sequential
patterns in data, making them ideal for text
classification tasks. While machine learning
models often rely on flat representations of
data such as bag of words or (TF-IDF) and fail
to capture word order. This superior
performance is attributed to the ability of
recurrent neural networks to process sequential
data efficiently. Unlike traditional machine
learning algorithms that lose the contextual
order of words, the (GRU) model can
understand the context of texts, which leads to
more accurate representation and more
accurate predictions. Although some previous
studies on sentiment analysis of text data from
the Thread app relied on traditional machine
learning models and achieved results similar to
this research in terms of sentiment
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classification accuracy, the methodology of this
research relies on deep learning, specifically
recurrent neural networks. Most previous
studies used data other than English. Therefore,
the use of deep learning not only aims to
improve numerical performance, but also to
build more generalizable and flexible models,
especially when moving to new datasets or
different application environments. Therefore,
even if the numerical results are similar, the
approach adopted in this research provides a
more robust and sustainable technical
foundation compared to studies that relied on
traditional methods.

100

80

Accuracy
a
2

&

20

RandomForest DecisionTree

Figure 6. Model Accuracy Comparison

4. Conclusions

This study represents a serious attempt to
explore the broad potential of deep learning
techniques in the field of sentiment analysis. In
this research, we review theoretical
frameworks that explain the nature of
emotions. Recurrent neural networks (LSTM,
BILSTM, GRU) are ideal for complex tasks
such as text classification and generally
outperform  traditional machine learning
models in capturing complex patterns and
contexts. We also discuss how advanced
computational models can understand and
analyze this complex phenomenon from digital
data.Our findings demonstrate the significant
effectiveness of deep learning in building
models capable of accurately and efficiently
classifying emotions. A deeper understanding

of the emotions underlying our digital
interactions opens the door to innovative
applications that enhance communication,
improve services, and provide unprecedented
support in fields such as mental health and
marketing. Despite these successes, this study
acknowledges ongoing challenges, particularly
in dealing with the complexities of emotional
expression such as sarcasm or cultural nuances.
This study confirms that sentiment analysis
using deep learning is not just a passing
research trend, but a fundamental field with
tremendous  potential to  shape  our
understanding of the digital world around us
and create smarter, more empathetic systems
that truly respond to our emotional needs.
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